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ABSTRACT

In X-ray computed tomography (CT) imaging, the choice
of reconstruction kernel is crucial as it significantly impacts
the quality of clinical images. Different kernels influence
spatial resolution, image noise, and contrast in various ways.
Clinical applications involving lung imaging often require
images reconstructed with both soft and sharp kernels. The
reconstruction of images with different kernels require raw
sinogram data and storing images for all kernels increases
processing time and storage requirements. The Display
Field-of-View (DFOV) adds complexity to kernel synthesis,
as data acquired at different DFOVs exhibit varying levels
of sharpness and details. This work introduces an efficient,
DFOV-agnostic solution for image-based kernel synthesis us-
ing model-based deep learning. The proposed method explic-
itly integrates CT kernel and DFOV characteristics into the
forward model. Experimental results on clinical data, along
with quantitative analysis of the estimated modulation trans-
fer function using wire phantom data, clearly demonstrate the
utility of the proposed method in real time. Additionally, a
comparative study with a direct learning network, that lacks
forward model information, shows that the proposed method
is more robust to DFOV variations.

Index Terms— X-ray Computed Tomography, Kernel
Synthesis, Model-based Deep Learning

1. INTRODUCTION

X-ray computed tomographic (CT) image Kernel Synthesis
(KS) involves transforming an image reconstructed with one
kernel into an image reconstructed with another kernel [1, 2,
3]. This process has various applications, including improv-
ing low contrast distinguishability, enhancing computer-aided
detection [4], and facilitating quantitative analysis [5].

When reconstructing an image from raw sinogram data
using the filtered back projection (FBP) algorithm, a re-
construction kernel is typically used to emphasize certain
anatomical regions depending on the application. For in-
stance, smooth kernels offer excellent low-contrast distin-
guishability with lower noise and fewer artifacts but have low
spatial resolution. Conversely, sharp kernels provide high
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Fig. 1. Input (smooth) and target (sharp) kernel MTFs corre-
sponding to different DFOVs. An increase in DFOV leads to
high frequency content in the image.

spatial resolution but also increase noise and artifacts. If raw
sinogram data is unavailable or not stored due to large storage
requirements, image-based kernel synthesis is used to recon-
struct images with different kernels. However, image-based
kernel synthesis remains a challenging inverse problem, as the
synthesis must be robust to variations in the display field of
view (DFOV) of the reconstructed images. For instance, Fig-
ure 1 illustrates the modulation transfer functions (MTFs) of
smooth (input) and sharp (target) kernels at different DFOVs,
ranging from 5 cm to 20 cm. It is evident from the plots
that varying DFOVs result in different resolutions of recon-
structed images. The effect of DFOV on image quality (IQ)
is further demonstrated in Figure 2 using real water phantom
data, where an increase in DFOV corresponds to increased
speckle sharpness. In addtion to DFOV variations, manag-
ing artifacts and noise is another challenge in image-based
kernel synthesis, especially when converting from smooth to
sharp kernel images. Ohkubo et al. in [6] proposed a direct
kernel synthesis method that employs the ratio of modulation
transfer functions (MTFs) between input and target kernels to
transform images. This method is inherently robust to varia-
tions in the display field of view (DFOV) but often results in
decreased image quality (IQ), particularly when converting
smooth to sharp kernel images, due to amplified noise and
artifacts in the reconstructed images.

Recently, several deep learning methods have been pro-
posed to address kernel synthesis problem. Unlike direct ker-
nel synthesis methods, these approaches are effective at man-
aging noise during image transformation but struggle with
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Fig. 2. A 100× 100 patch of a water phantom scanned at dif-
ferent DFOV values demonstrates significant texture changes
as the DFOV increases. This dependency makes it challeng-
ing to develop a image-based kernel synthesis model that is
agnostic to DFOV.

variations in DFOVs. For example, a simple direct learn-
ing method like U-Net [7], trained on a specific DFOV, does
not perform well when applied to data with different DFOVs.
Similarly, experiments show that a network trained on data
from all DFOVs tends to bias towards a specific DFOV.

To overcome this issue, we propose a model-based deep
learning method that explicitly incorporates kernel MTFs into
the deep learning framework. The proposed architecture for
solving kernel synthesis problem consists of two parts: a deep
learning-based projection step and an iterative data consis-
tency solver that utilizes these MTFs. Enforcing data consis-
tency during the training of the denoising network makes the
kernel synthesis solution DFOV-agnostic, allowing a single
network to be trained across various DFOVs with the advan-
tage of requiring only a few hundred training samples.

This work complements our previous research [8] by de-
veloping a deep model in a supervised manner that is agnostic
to DFOV using clinical data whereas previous work [8] fo-
cused on self-supervision using single-slice for noise aware
kernel synthesis. A continuous kernel synthesis approach has
been discussed in [9] but it is self-supervised. In contrast
to [9], our proposed method is supervised learning with fo-
cused on DFOV and CT noise awareness.

2. PROPOSED METHOD

The image-domain kernel synthesis can be expressed as a lin-
ear inverse problem of the form

y = Hx+ n, (1)

where y ∈ RN , N = p× q represents vectorized input kernel
image of p rows and q columns, x ∈ RN is the target kernel
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Fig. 3. The proposed training pipeline explicitly utilizes
DFOV dependent water phantom data as noise together with
input and target slice pairs. The network based project step
acts as a generic DFOV agnostic denoiser that is shared across
five unrolls used during network training. The analytical so-
lution to the Data Consistency (DC) step is shown in Eq. (4).
Incorporating the DC step explicitly into the learning frame-
work helps in developing DFOV agnostic deep model.

image which needs to be synthesized, H is the forward op-
erator representing kernel synthesis process having input and
target kernel information at specific DFOV. More specifically,
using diagonalization, H can be expressed as H = FTΛF
where, F is the Fourier transform operator, Λ represents a
DFOV dependent ratio of input and target CT kernel’s modu-
lation transfer function (MTF). Unlike tradition inverse prob-
lems in imaging, n is a kernel and DFOV dependent noise
that is assumed to be additive, as discussed in Fig. 2.

It is possible to utilize a direct learning approach such as
UNet that takes y as input and x as target and learns a map-
ping x̂ = CNN(y) between input and target pair of images to
result in network prediction x̂. However, such a direct learn-
ing approach depends on the large amount of training dataset
consisting of DFOV variation which is difficult to collect for
x-ray CT imaging. Further, without the explicit information
about the Kernel’s MTF and DFOV, the learned model does
not necessarily leads to data-consistent result as demonstrated
in the experimental results in Fig. 4.

This work propose to find a solution to kernel synthesis
inverse problem (1) using model-based deep learning [10] and
represents the network regularized optimization problem in
the form

argmin
xz
||y −Hx||22 + λ||x− z||22, (2)

where, z represents the output of a CNN that satisfy data con-
sistency constraint as explicitly implied by the above problem
formulation. Here, λ is a regularization parameter initialized
with 0.5 and decayed with iteration, λk+1 = 0.9λk, to grad-
ually give more importance to data consistency term. The
above problem (2) can be solved iteratively in two steps using
alternating minimization as follows:

zk = CNN(xk) (3)

xk+1 = FT

(
F(HTy + λzk)

|Λ|2 + λ

)
, (4)
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Fig. 4. The top row shows inference results at a DFOV of 5 cm, and the bottom row at a DFOV of 10 cm. The proposed method
in (c) produces sharper output compared to the direct learning method in (b). The green circle highlights artifacts (in zoomed
version) in the DFOV 5 cm output of the direct learning method. The red arrow indicates hallucinations in the direct learning
method, whereas the proposed method retains the structure well.

where x0 can be initialized as Tikhonov solution of the form
x0 = (HTH + λI)−1HTy, here I is identity matrix. The
analytical solution in Eq. (4) assumes zk to be constant for
the data-consistency problem.

As visually demonstrated in Fig. 2, DFOV impacts the
texture of water phantom data, which is used as noise during
network training. Fig. 3 presents a schematic diagram of the
end-to-end network training strategy using supervised learn-
ing with existing clinical data from different DFOVs. The use
of DFOV-dependent water phantom data as noise allows for
controlling the enhancement of noise and artifacts during the
iterative reconstruction process.

3. TRAININGS AND EXPERIMENTS

Two separate supervised training setups were used. The first
was a direct learning method that trained a U-Net to perform
combined DFOV training without kernel MTF information.
The second was the proposed method, which employed a U-
Net with weight sharing across five unrolls and incorporated
explicit DFOV and kernel information in the forward model.

The networks were trained using existing clinical lung im-
ages obtained from the GE Revolution Ascend system, ac-
quired with 120 kVp and 544 mA, and reconstructed with dif-
ferent DFOV values of 5 cm, 10 cm, 15 cm, and 20 cm. The
training data consisted of 1280 slices, each of size 512× 512,
from different subjects. STANDARD kernel images were

used as input, and LUNG kernel images were used as target
images for all DFOVs. Both networks were trained for 500
epochs with an initial learning rate of 1 × 10−4, using mean
square error (MSE) combined with the structural similarity
index (SSIM) as the loss function. Following the training, the
performance of the trained networks was verified using both
clinical and phantom data across various DFOV.

In the first experiment, we compared the reconstruction
quality of the proposed method with that of the direct learn-
ing method. Fig. 4 shows portions of the input and target
kernel images, along with the outputs of the direct learning
method and the proposed method for DFOV 5 cm and DFOV
10 cm, respectively, in the top and bottom rows. The proposed
method achieves sharpness closer to the ground truth while
preserving structural information, unlike the direct learning
method, which results in blurred images with hallucinations,
as indicated by the green circle and red arrow.

In the second experiment, we quantitatively evaluated the
performance of the proposed method by estimating the MTF
on the DFOV 10 cm wire phantom data. Figure 5(a) shows
the wire phantom images for the input, target, direct learn-
ing method, and proposed method. It is evident from the im-
ages that the wire image produced by the proposed method
is closer to the target wire image compared to the wire im-
age from the direct learning method. Figure 5(b) displays the
MTFs estimated for the proposed method and the direct learn-
ing method, compared with the input and target MTFs. The
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(b) Estimated MTFs at DFOV 10 cm

Fig. 5. (a) Estimated wire phantom images visually show
that proposed method results in sharper output compared to
a direct learning method. (b) Quantitative results at DFOV
10 cm on wire phantom data demonstrate that the proposed
method produces sharper output compared to the direct learn-
ing method. The orange curve represents the direct learning
method, which has less mid-frequency boost compared to the
green curve representing the proposed method.

estimated MTF by the proposed method shows a higher mid-
frequency boost compared to the direct learning method and
is closer to the target.

4. CONCLUSIONS

This work presented a DFOV-agnostic image-based kernel
synthesis method that performs kernel synthesis which is ro-
bust to input noise. This method significantly improves dis-
ease diagnosis and treatment by enhancing the visibility and
precision of anatomical structures such as bones, vessels, and
lesions as shown by converting smooth kernel images to sharp
kernel images.
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